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Abstract

Complaints System is the system that manages the process of how organizations
handle, manage, respond and report to client’s complaints. Manual organizing for
large number of requests is extremely difficult, time consuming, error prone,
expensive and often not feasible. Results also may differ according to the variety of
expert’s judgments. Not forgetting that there would be many questions that already
been answered before. For example organization such as UNRWA, receive many
complaints each day and make categorization for each request manually based on the
contents of the message, forwarding the request to the responsible person according to
its category to get the answer.

The problem of increasing the cost and efforts required to manage the complaints
manually leads to the need to develop automated solutions to handle this problem by
including text-mining techniques to substitute the human part. The solution will deal
with Arabic content that is different from English which makes data analysis a
complex task. Little researches have been conducted on Arabic corpuses mainly
because it is highly rich and requires special treatments such as verbs order and
morphological analysis.

In our work, we propose a new solution to overcome the manual system limitations
that consists of three phases. First, we analyze the text message contents, categorize it
by using text categorization algorithms and try to decide where to direct the question
request automatically to the right person in order to get it answered. Then, we will use
text similarity techniques to suggest the answers automatically. Finally, system will
use summarization techniques to update the FAQ library with the most asked
questions. As a result, the automated complaints system will improve the quality of
answering questions by speeding the process and minimizing the required time and
effort. We found that the process is efficient and effective. According to results
analysis for the classification part, the developed classifier by SVMs achieved the
highest average accuracy (74.69%). Also for the answers suggestion part, we obtained
best F-Measure (72.45%) at similarity score (0.50). For Summarization part, we
obtained the best results at compression rate =0.3, the best F-Measure was 71.56%.

Keywords: Feedback Mechanism, Complaints mechanism, Text Mining, Text
Categorization, Text Classification, Text summarization.
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Chapter 1
Introduction



A complaint system is a system that manages the process of how organizations handle,
manage, respond and report to client’s complaints. The manual categorization of the large
number of complaints is extremely difficult, time consuming, error prone, expensive and is
often not feasible, which results are dependent on variations experts’ judgments. For example,
according to large number of records that UNRWA has in its complaints system, it has
become increasingly necessary for users to utilize automated system to find the desired
information, and to track and analyze their usage patterns. These factors give rise to the
necessity of using intelligent systems that can effectively mine for knowledge

To handle the manual system limitations, we propose to build a model that utilized by text
processing and mining solutions that could uncover the trends, patterns and relationships
inherent in the complaints. The automated complaints system will depend on Text mining
techniques to understand the text message and try to categorize the complaints. We will use
three text mining techniques: Text categorization, Similarity measures and Text
summarization.

1.1 Complaints Mechanism

The complaints mechanism (feedback mechanism) is a mechanism that supports clients
complaints, where the clients can send complaints / petitions about any problem that face
them , and then the response unit receives the complaints and categorizes these complaints
manually based on understanding of the received messages [1].

Therefore, the traditional Complaints systems as UNRWA complaints system depend on
manual understanding for the received messages. So there is a human part responsible for all
phases of the complaints process. While manually organizing for the large number of
complaints is extremely difficult, time consuming, expensive and is often lead to un-
satisfaction of the complainant.

The main problem for these systems is the required time for processing the complaint that
affects the response time and quality of services for the wholly complaints mechanism, and
also sometimes got wrong categorization or forwards the complaint to wrong person. While
the time of answering the question affects directly on the user satisfaction.

So to improve the quality of service we need to minimize the processing time by replacing the
human parties with automated parties as automatic categorization and answers suggestions.

1.2 UNRWA and its Complaints System

UNRWA is nonprofit organization, works in Gaza to serve refuges in many issues in
education, health, employment and food distribution. According to the need to answer the
refuges complaints, UNRWA developed a complaints system to enable the refuges to submit
complaints in several issues. So the beneficiaries can use it to send complaint to UNRWA
management directly through the UNRWA portal, and the system handle all received cases
and process them with minting the quality of service (response time and response quality).
There is a unit in UNRWA responsible for managing these requests called Response Unit.
The Response Unit reviews complaints, categorize each complaint after reading the message
and forward it to the department to get answer and then fills the reply and sends it back to the
complainant.

According to large number of complaints received every day, there is an increase in the effort
and time required to process the complaints that affected on the quality of response and



waiting time to get the answer. After analyzing a set of complaints, we found the period
between request date and reply date affect on the feedback.
So there is need to improve the quality of services and decrease the cost and required effort.

Our goal of this project is improving the processes that need human efforts and time. The
important processes are categorizing Arabic complaints, preparing answers and updating FAQ
library using text mining techniques.

1.3 Text Mining

Text Mining is the automatic and semi-automatic extraction of implicit, previously unknown,
and potentially useful information and patterns, from a large amount of unstructured textual
data, such as natural-language texts [2, 3]. In text mining, each document is represented as a
vector, whose dimension is approximately the number of distinct keywords in it, which can be
very large. One of the main challenges in text mining is to classify textual data with such high
dimensionality. In addition to high dimensionality, text-mining algorithms should also deal
with word ambiguities such as pronouns, synonyms, noisy data, spelling mistakes,
abbreviations, acronyms and improperly structured text. Text mining algorithms are two

types:

e Supervised learning
e Unsupervised learning.

For Example: Support vector machines (SVMSs) are a set of supervised learning methods used
for classification and regression. Nonnegative matrix factorization is an unsupervised learning
method.

We will use three techniques from text mining in our system which are Text categorization,
Similarity measures and Text summarization.

1.3.1 Text Categorization (TC) is the task in which texts are categorized into predefined
categories based on their contents [4]. For example, if texts are represented as a research
paper, categories may represent “Computer Science”, “Mathematics”, “Medicine”, etc. The
task of TC has various applications such as automatic email classification, web-page
categorization and indexing [5].

1.3.2 Measure of similarity between two documents is therefore the Euclidean distance
between their respective representatives points in space. The validity of this measure of
“similarity” hypothesizes like documents share many of the same terms [6].

1.3.3 Text Summarization (TS) is the process of identifying the most salient information in
a document or set of related documents and conveying it in less space (typically by a factor of
five to ten) than the original text. In principle, TS is possible because of the naturally
occurring redundancy in text and because important (salient) information is spread unevenly
in textual documents.



1.4 Arabic Language

The complaints that we used in our system are written in Arabic language. Arabic language is
a semantic language with a composite morphology. The words are categorized as particles,
nouns, or verbs. There are 28 letters in Arabic, and the words are formed by linking letters of
the alphabet. Letters of the alphabet differ in shape based on their position within the word
(i.e. beginning, middle, or end). Unlike most Western languages, Arabic script is written from
right to left. Furthermore, proper nouns do not start with capital letters, thus, extracting nouns
and proper nouns is a challenging task for machines.

Also, in English, words are formed by attaching prefixes and suffixes to either or both sides
of the root [7].In Arabic, additions to the root can be within the root (not only on the word
sides) which is called a pattern. This causes a serious issue in stemming Arabic documents
because it is hard to differentiate between root particles and affix letters.

For example, for the root “drink” in Arabic, adding the letter “V’ (infix) formed different

words such as “drinker” can be formed by adding the letter " (infixes).
L -
wolo UG
Drinker Drink

Suffixes, prefixes and infixes are categorized based on their use. Similar to other Western
languages, there are specific suffixes to convert the word from the singular form to the plural
form and others to convert from masculine to feminine [7].

1.5 Research Problem

In any organization, manually organizing large number of complaints is extremely difficult,
time consuming, error prone, expensive and is often not feasible, which results are dependent
on variations expert’s judgments. Also, there are some systems available in English, There is
not any available in Arabic.

The response unit in UNRWA receives many requests each day and makes categorization for
each request manually based on the contents of the message, followed by forwarding the
request to the responsible persons according to its category to get the answers. Thus, it affects
the response time and quality of services for the wholly complaints mechanism, and also
sometimes got wrong categorization or forwards the complaint to wrong person. While the
time of answering the question affects directly on the user satisfaction. So to improve the
quality of service we need to minimize the processing time. Therefore, the existing
Complaints mechanism systems as UNRWA complaints system depend on manual
understanding for the received messages.

1.6 Research Objectives
1.6.1 Main objective

The main objective of this work is to develop an automated complaints system that uses text
mining techniques to manage received complaints written in Arabic, where this system will
minimize the human efforts and speed up answering of the complaints that leads to improve
quality of the services. To measure the effectiveness of our approach, we will use UNRWA
complaints system as a case study.



1.6.2 Specific objectives

The specific objectives of the thesis are:

Study the current complaints systems

Analyze the current manual complaints system in UNRWA and understand its
limitations.

Propose a solution by using text mining techniques [Text categorization for
complaints classifications, Similarity Measures for answers suggestions and Text
Summarization for updating FAQ library].

Collect data and prepare it to be used to train the new system.
Build an automated complaint model to manage client’s complaints.

Evaluate the effectiveness of the proposed systems and also evaluate the accuracy of
the developed tool and compare it with other complaint systems.

1.7 Importance of the work:

Provide high quality system to manage the clients complaints in UNRWA. Overcame the
Limitation of the existing manual complaints systems and quick processing, minimize the
required staff for managing the system and minimize the required effort and time of
processing the submitted complaints by using automated parties that analyze the Arabic
contents .

1.8 Scope and limitations of the work

1.8.1 Scope

The work focuses on the Arabic language.
The system uses SQL Server methods for text collections.
The new model deals with any type of complaints.

The system will exchange data with other systems.

1.8.2 Limitations

The new model doesn’t answer all received questions automatically, but it answers
the questions that are similar to answered questions in the system.

The system needs human assistant to manage part of its process, so it’s not fully
automated system.

We used already built tools in text mining to build the system.

The system will not guarantee to suggest correct answers all the time because it
depends on previous answers that may be wrong.



1.9 Methodology
In this work, as seen in Figure 1.1, we analyze the current complaints tools and study their
limitations, and then design the model for the automated complaints system. For each part in
the system, we use some text miming techniques and select the best method that achieved the
best performance.

Review Related works Collect Data Design The System @ Evaluate The System §

* Review and analyze the
other works in the same field
of our work (Complaints
System and Text Mining ) ,
and study them.

- Evaluate each part of the
f%%tailg%nﬁgqgigii Build the automated system to ensure the

new system Complaints System selected method achieves

’ the best performance .

» Select the best methods

to be used in our system .

Figure 1.1; Research Methodology

The main steps are:

e Review related works :
Study and analyze the current works about complaints systems and works about
applying text mining methods in similar systems, and nominate the best methods to
be used in our system.

e Collect data :
Get the data for current complaints system in UNRWA and prepare the data to be
used to train the new system (select the important fields, change the format and
remove unnecessary data).

e Design the system :
Design the system and implement it by using c# language, the main modules of the
system are:

= Complaint Analyzer to read received message details, and
understands the meaning of it based on some rules.

= Complaint Classifier to set the complaint category based on
message text meaning by using text classification techniques.

= Answer Suggestion to suggest the answer based on previous cases
that similar to the current case by using text similarity algorithm.

= Complaints summarizer to summarize set of complaints for
selected topic and update the FAQ.

e Evaluate System :
Evaluate each module and select the best method that achieved the highest

performance.



1.10 Tools, equipments and methods

Visual Studio 2010

SQL Server Database

Rapid miner - Text Mining library
Internet connection

1.11 Time Table

Task

Time

Literature survey

5 Weeks (18 Feb — 24 Mar)

Developing the Proposed Model

5 Weeks (25 Mar — 07 May)

Implementation

6 Weeks (08 May — 21 Jun)

Testing and Evaluation

5 Weeks (22 Jun — 26 Jul)

Results and Analysis

5 Weeks (01 Aug — 07 Sep)

Writing the report

9 Weeks (10 Sep — 13 Nov)

Total 35 Weeks

1.12 Thesis organization

The thesis is composed of six chapters which present theoretical and practical aspects of the
subject. Chapter 2 presents Literature Review for theoretical foundation of the research.
Chapter 3 presents issues related to applying text mining methods in some real applications
and present some researches about complaints management. Chapter 4 presents the
experimental setup and describes automated complaints system model that has been chosen to
be implemented in the work. Chapter 5 presents the experimental results and discusses the
results obtained. Finally, Chapter 6 summarizes the work and outlines possible further

extensions to the current work.



Chapter 2
Theoretical Foundation



This chapter introduces the theoretical foundation of the research. It includes the following
topics: Types of text mining (Supervised learning and unsupervised learning), definition of
unstructured datasets and documents collection, Term weight of text documents, Text
categorization (TC), Similarity measure of documents and Text summarization (TS).

2.1 Supervised learning

Supervised learning is a technique in which the algorithm has a target attribute value and uses
predictor to learn the predictor and target value relation. Techniques as Support Vector
Machine (SVM) method is a supervised learning technique for creating a decision function
with a training dataset. The training data consist of pairs of target values and predictor. Each
predictor value is tagged with a target value. If the algorithm can predict a categorical value
for a target attribute, it is called a classification function. Class is an example of a categorical
variable. Positive and negative can be two values of the categorical variable class. Categorical
values do not have partial ordering. If the algorithm can predict a numerical value then it is
called regression. Numerical values have partial ordering [8].

2.2 Unsupervised learning

Unsupervised learning is a technique in which the algorithm uses only the predictor attributes
values without having target attribute values, so the learning task tries to gain some
understanding of relevant structure patterns in the data. Each row in a data set represents a
point in n-dimensional space and unsupervised learning algorithms investigate the
relationship between these various points in n-dimensional space. Examples of unsupervised
learning are clustering, density estimation and feature extraction [8].

2.3 Unstructured data sources.

Data for analyzing the Text Mining algorithms can be obtained from various external and/or
internal sources. The most important sources of external data are social services with
thousands of posts, feedback, comments, etc. Minutes from conversations with customers, e-
mails, business documents such as contracts and offers, publications, transcripts of call-
centre, descriptions of insurance claims, police notes, open-ended questions in surveys, etc.
are examples of internal sources of data [8].

2.4. Document collection

Categories must be predefined before applying the classification process. The categorization
is related not only to text. It can be related to video, stock markets, health care etc. Example
data collections can be downloaded from the Internet. Alternatively data collections can be
created on our own systems or any source of data. This approach however may be a tough
task if the data set is going to be big. In such case, the categories should be prepared first and
then relevant documents put inside.

In majority of cases the document collections are divided into two sets:

e Training set

o Testset
The training set is used to construct a classifier. The test set is used to evaluate the classifier.
Size of the data sets is an important issue that related to the process preparation. Authors in
[9] strongly recommend splitting these two sets in proportion 2/3 for the training set and 1/3
for the test set. In some cases the classifier can be overloaded e.g. trained too much.
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Obviously in such case such system will work but the trained function will not be able to
recognize documents which are not very similar to the ones of the training set. For this reason
it is necessary to have a function or functions which would be able to determine if the
classifier was trained correctly.

It is impossible to predict when process should be finished during training the classifier. It
may lead to complicated situations. If the classifier is undertrained or over-trained it may give
wrong results. We can use another document collection working as a validation set to prevent
such situation.

To make the learning algorithms brought satisfactory results, the training set should
incorporate as many documents as possible. In such cases the learning process slows down
but the learned hypotheses usually have better accuracy [10].

2.5 Term weight of text documents

In text mining the document is represented as a vector. The elements as words in the vector
reflect the frequency of terms in documents. Table 2.1 represents a document word matrix
with frequencies.

Table 2.1: Document word matrix with frequencies

Wordl Word2 Word3d | ... Wordm
Documentl | 3 1 3
Document2 | 1 2 4
Document3 | 2 3 0
Document4 | 5 0 5
Documentn

In Table 2.1, the numbers in each row represent the term frequencies, tf, of the keywords in

documents 1,2, 3... n.
(0.1.0) Wordly

Document 4
(5.0.3)

Document3

(2.3.0)
\ (0, 0, 1) Word3

O

Documentl
(3.1.3)

(1,0,0) Word2
Figure 2.1: Three-dimensional term space
In text mining each word is represented as a dimension and documents are vectors as shown
in Figure 2.1. Each word in a document has weights. These weights types can be: Local or
global weights. If local weights are used, then term weights are normally expressed as term
frequencies, tf. If global weights are used, Inverse Document Frequency, IDF values, gives
the weight of a term.
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tfi = Frequency of i-th term

dfi /D = Probability of selecting a document containing a queried term from a collection of
documents.

dfi = Document frequency or number of documents containing term i

D = Number of documents in a database.

log(D/dfi) = inverse document frequency, IDFi, represents global information.

Table 2.2: Shows Frequency of word “PEN” in documents 1, 2, 3, 4 and 5.

Paragraph | Document 1 | Document 2 | Document 3 | Document 4 | Document 5
Pl PEN PEN

P2 PEN PEN

P3 PEN PEN

P4 PEN PEN

P5 PEN PEN

P6

In Table 2.2, number of documents D = 5 and document frequency df = 3. Searching the
system for ‘PEN’ word gives an IDF value of, log (D/dfi) = log (5/3) = 0.2218. It is possible
to do improve term weighing by multiplying tf values with IDF values, using local and global
information. Therefore total weight of a term = tf * IDF. It is referred to as, TF-IDF
weighting.

2.6 Text categorization

Text categorization (TC) is the task in which texts documents are categorized into predefined
categories based on their contents [4]. For example, if texts are represented as a research

9% <e

paper, categories may represent “Engineering”, “Information Technology”, “Medicine”, etc.
The task of TC is used in various applications such as automatic email classification, web-
page categorization and indexing [5]. These applications are becoming increasingly important
in today’s information-oriented society especially with the rapid growth of online
information, and therefore TC has become one of the key areas for handling and organizing
textual data. As mentioned earlier, the goal of TC is the classification of documents into a
fixed number of pre-defined categories in which each document can be in multiple, exactly
one, or no category at all.

TC can provide conceptual views of document collections and has important applications in
the real world. For example, organizing news stories by subject categories (topics), academic
papers are often classified by technical domains and sub-domains; patient reports in health-
care organizations are often indexed from multiple aspects, sorting of files into folder
hierarchies, topic identifications, dynamic task-based interests, automatic meta-data
organization, text filtering and documents organization for databases and web pages
[11,12,13]. Another common application of text categorization is spam filtering, where email
messages are classified into the two categories spam and non-spam [14].

Automatic text categorization can significantly reduce the cost of manual categorization , For
example , News sites which uses hundreds of expert people to manually categorize their web
sites pages where it receives hundreds of pages daily [15, 16].

The main steps for TC task: Text pre-processing, text classification and classifier evaluation.

Text pre-processing phase is to make the text documents suitable to train the classifier. Then,
the classifier is constructed and tuned using a learning technique against the training data set.
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Finally, evaluating the classifier by using some evaluation measures as recall, precision and
F-Measure [5].

The classifier is usually built based on the content of the training data set, and utilized to
predict the category for new document. This type of learning is called supervised where the
input data set contains predefine classes / categories and the search for knowledge is restricted
with target categories as in figure 2.2.

TRAINING PHASE SORTING PHASE

Category 1 Category 1
Category 2
— == TRAIN CATEGORIZE

- [

Category 3 | Category 3

[]

New document

Figure 2.2: Training — Sorting Phase of categorization

The text classification problem is composed of several sub problems, which are the document
indexing, the weighting assignment, dimensionality reduction, document clustering, threshold
determination and the type of classifiers [13].

Documents »| Preprocessing > Indexing
Y
Applyin
Performance p|.:>.y g Feature
< Classification [« .
measure ) selection
algorithms

Figure 2.3: Steps of classifying documents

The common methods that used for text classification are : Support Vector Machines (SVMs),
K Nearest Neighbor (KNN) , Naive Bayes (NB) , Decision Trees (DT) , Maximum Entropy
(ME) , N-Grams ,and Association Rules [17,18].
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Decision Tree

A decision tree is a diagram like tree structure used to determine a course of action or
show a statistical probability, where each branch of the decision tree represents a
possible decision or occurrence, each internal node denotes a test on an attribute, and
each leaf node (or terminal node) holds a class label [18]. The topmost node in a tree
is the root node. During tree construction, attribute selection measures are used to
select the attribute which best partitions the tuples into distinct classes. The popular
attribute selection measures are Information Gain, Gain Ratio, and Gini Index. When
decision tree is built, many of the branches may reflect noise or outliers in the
training data. Tree pruning attempts to identify and remove such branches to improve
classification accuracy on unseen data.

Naive Bayes

Bayesian classifier is considered as statistical classifier. The Bayesian classifiers can
predict class membership probabilities. Naive Bayes classifiers are commonly studied
in machine learning. The basic idea in NB approaches is to use the joint probabilities
of words and categories to estimate the probabilities of categories given a document.
The assumption of word independence is the naive part of NB methods, i.e. the
conditional probability of a word given a category is assumed to be independent from
the conditional probabilities of other words given that category. This assumption
leads to considering the computation of the NB classifiers far more efficient than the
exponential complexity of non-naive Bayes approaches because it does not use word
combinations as predictors [18].

k-Nearest Neighbors

the k-Nearest Neighbors algorithm is a method used for classification and regression.
Nearest neighbor classifiers are based on learning by analogy, that is by comparing a
given test object with training objects which are similar to it. The training objects are
described by n attributes. Each object represents a point in an n-dimensional space. In
this way, all of the training objects are stored in an n-dimensional pattern space.
When given an unknown object, a k-nearest neighbor (k-NN) classifier searches the
pattern space for the k training objects which are closest to the unknown object. These
k training object s are the k-nearest neighbors of the unknown object [17].

Support Vector Machine

In machine learning, Support vector machines are supervised learning methods that
analyze data and recognize patterns, used for classification and regression analysis.
So a support vector machine (SVM) is an algorithm that uses a nonlinear mapping to
transform the original training data into a higher dimension. Within this new
dimension, it searches for the linear optimal separating hyperplane where the
hyperplane is a “decision boundary” separating the objects of one class from another.
The SVM finds this hyperplane using support vectors (“essential” training objects)
and margins (defined by the support vectors) [17].

Association rule
Association rule mining has been extensively studied in the data mining community.

It finds interesting association or correlation relationships among a large set of data
items. The discovery of interesting association relationships among huge amounts of
transaction records can supoort many decision making processes .Since then,
association rule mining has been studied and applied in many domains (e.g. network
intrusion detection, credit card fraud, genetic data analysis). In every domain,
Association rule mining is used to analyze data to identify patterns associating [18].
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¢ Maximum Entropy
The Maximum Entropy (MaxEnt) classifier is similar to a Naive Bayes classifier,

except that, rather than allowing each feature to have its say independently, the model
uses search-based optimization to find weights for the features that maximize the
likelihood of the training data.

The features you define for a Naive Bayes classifier are easily ported to a MaxEnt
setting, but the MaxEnt model can also handle mixtures of boolean, integer, and real-
valued features [19].

¢ N-GRAMS
An N-gram [20] is an N-character slice of a string. The N-Gram method is language

independent and works well in the case of noisy-text (text that contains typographical
errors). It used for text classification. The trigrams of a string or token is a set of
continuous 3-letter slices of the string. For example, the tri-grams for the word
Cpedsall arer VAl sal 09 g2 =3 e . In general, a word of length w has w-2 tri-
grams. According to Zipf's law [21] .

Text processing includes tokenizing string to words, normalizing tokenized words, remove
predefined set of words (stopwords), morphological analysis, and finally term weighting [12,
14].

The main phases of building a text classification system which involve compiling and
labeling text documents in corpus, selecting a set of features to represent text documents in a
defined set classes or categories (structuring text data), and finally choosing a suitable
classifier to be trained and tested using the compiled corpus . The constructed classifier
system then can be used to classify new (unlabeled) text documents as shown in Figure 2.4.

a) Training
Machine

Label N
Learning

1

1

1

Feature _ |

|| — " Extraction [ " —»|{ Algorithm :
| Model |
1

1

Training set
(Self narratives)

Features
(Key Words) 7

o —
~

e B I ] I I I

Test set

Scanning Keywords
(Self narratives) ( g Reyw ) Output

1
]
i ) |
Input > Features Identification »| Classifier
Label |
Model :
]
]

e e e e e e e e e M M M e e M e M e e e e S e

Figure 2.4: Classification Process
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2.7 Similarity measure of documents

Measure of similarity between two documents is the Euclidean distance between their
respective representative’s points in space. The validity of this measure of “similarity”
hypothesizes like documents share many of the same terms. If two documents describe
similar topics, employing nearly the same keywords, these texts are similar and their
similarity measure should be high. Usually dot product used to represent similarity of the
documents.

The Euclidean distances of the two documents are used to normalize the dot product, we
divide it by represented respectively by Docl and Doc2; i.e., <Docl, Doc2> / (|Docl||Doc2)).

Here |Docl|, |Doc2| represent magnitudes of vectors Docl and Doc?2 respectively and <Docl,
Doc2> is the dot product of the vectors Docl and Doc2. This ratio defines the cosine angle
between the vectors, with values between 0 and 1 [16]. This is called cosine similarity.

Y-axis
(word or category)
Docl

Doc2
/

X-axis (word or category)

v

Figure 2.5: Straight lines in 2-Dimensional space represent Euclidean distances of document
vectors Docl and Doc2, with origin O.

Cos 6 = Similarity of the vectors Docl and Doc2 = <Docl, Doc2> / |Docl||Doc2| As the angle

between the vectors, 0, decreases, the cosine angle approaches to 1, meaning that the two
document vectors are getting closer, and the similarity of the vectors increases [22].
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2.8 Text summarization

Text summarization (TS) is the process of identifying the most important information in a text
document or set of related documents and conveying it in less space (typically by a factor of
five to ten) than the original text. In principle, TS is possible because of the naturally
occurring redundancy in text and because important (salient) information is spread unevenly
in textual documents. Identifying the redundancy is a challenge that hasn’t been fully resolved
yet.

There is no single definition for salience and redundancy given that different users of
summaries may have different backgrounds, tasks, and preferences. Salience also depends on
the structure of the source documents. Since information that the user already knows should
not be included in a summary and at the same time information that is salient for one user
may not be for another, it is very difficult to achieve consistent judgments about summary
quality from human judges. For this reason, it’s difficult to evaluate (and hence, improve)
automatic summarization [24].

Most existing summarizers work in an extractive fashion, selecting sentences of the input
documents that are believed to be more salient. Non-extractive summarization includes
dynamic reformulation of the extracted content, involving a deeper understanding of the input
text, and is therefore limited to small domains. Query-based summaries are produced in
reference to a user query (e.g., summarize a document about an international summit focusing
only on the issues related to the environment) while generic summaries attempt to identify
salient information in text without the context of a query. The difference between single- and
multi-document summarization (SDS and MDS) is quite obvious; however some of the types
of problems that occur in MDS are qualitatively different from the ones observed in SDS:
e.g., addressing redundancy across information sources and dealing with contradictory and
complementary information. No true multilingual summarization systems exist yet, however,
cross-lingual approaches have been applied successfully [23].

A number of evaluation techniques for summarization have been developed. They are
typically classified into two categories. Intrinsic measures attempt to quantify the similarity of
a summary with one or more model summaries produced by humans. Intrinsic measures
include Precision, Recall, Sentence Overlap, Kappa, and Relative Utility. All of these metrics
assume that summaries have been produced in an extractive fashion. Extrinsic measures
include using the summaries for a task, e.g., document retrieval, question answering, or text
classification [24].

Traditionally, summarization has been mostly applied to two genres of text: scientific papers
and news stories. These genres are distinguished by a high level of stereotypical structure. In
both these domains, simply choosing the first few sentences of a text or texts provides a
baseline that few systems can better and none can better by much. Attempts to summarize
other texts, e.g., fiction or email, have been somewhat less successful.

Recently, summarization researchers have also investigated methods of text simplification (or
compression). Typically, these methods apply to a single sentence at a time. Simple methods
include dropping unimportant words (determiners, adverbs). Complex methods involve
reorganizing the syntactic parse tree of the sentence to remove sections or to rephrase units in
shorter form. Language modeling approaches in TS have mostly focused on this method [23].
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2.9 Summary:

This chapter has described popular text classification algorithms. We will use the most
common classification methods which are SVM, KNN with Cosine similarity, Naive Bayes
and Decision Tree methods to classify the new complaints (For Complaints Categorization
part) , and select the best of them to be in our system as the Complaints Classifier. And also it
described representation of documents as vectors in text mining and how Measure of
similarity between two documents. Also it described text summarization process for
identifying the most salient information in a document or set of related documents.
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Chapter 3
State of the Art and Related Works
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In this chapter, we introduce some previous works that are relevant to our research, and point
out their limitations. And also we introduce similar systems that applied to different domains
such as disease recognition and emails filtering, and some previous works that handles
categorization problems, text similarity and text summarization by using different text mining
techniques.

3.1 State of the art

Complaints are an important way for the management of an organization to be accountable to
the public, as well as providing valuable prompts to review agency performance and the
conduct of people that work within and for it [25].

A complaint is an “expression of dissatisfaction made to an organization, related to its
services, or the complaints handling process itself, where a response or resolution is explicitly
or implicitly expected” (as defined by the Australian Complaint Handling Standard I1SO AS
10002-2006) [25].

An effective complaint handling system provides three key benefits to agencies:

o It resolves issues raised by a dissatisfied person in a timely and cost-effective way.

e It provides information which can lead to improvements in service delivery.

o Where complaints are handled properly, a good system can improve the reputation of
an organization and strengthen public confidence in an organization

There are needs for both organizations and the benefiters that trying to meet through the
complaints systems [25].

The organization needs are:

e A user friendly system for accepting feedback.
Clear delegations & procedures for staff to deal with complaints and provide
remedies.

e Arecording system to capture complaint data.

e To use complaint data to identify problems and trends.

e To improve service delivery in identified areas.

The beneficiaries needs are:

A user friendly complaints system.
To be heard and understood.

To be respected.

An explanation.

An apology.

Actions as soon as possible.
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To assist the organization to develop effective internal complaints processes, the
Ombudsman group has developed a suite of guidelines as follows [25]:

o Effective handling of complaints made to organization.

¢ Having Complaint handling systems checklist, so organizations can use this checklist.

e In conjunction with the Ombudsman’s guidelines for effective handling of complaints
made to organization to assess their complaint handling system against the key
features required for an effective system.

e Making complaint handling system accessible to make the complaint handling system
accessible to all members of the community.

e Guidance for Complaint Handling Officers to offer assistance to Complaint Handling
Officers in handling and investigating complaints made to organization.

e Good record keeping to explain who is responsible for answered complaints.

There are two types of the complaints systems which as:
e Staff complaints system:
To manage the complaints of the organization staff members that face them in the
work as complaints related to HR issues, Finance issues and others.
e Public community complaints system :
To manage the complaints of public community that face them in many issues related
to organization services.

3.2 Automatic complaint system
There are some researches in automatic complaint systems such as:

Chen in [26] tried to measure the efficiency of the complaints system in auction store by
using text mining techniques, they have chosen questions that lie under category “finance”
and applied text mining methods to analyze these questions. They used text mining to build
the semantic network and topic to learn the reason for the problems in the complaints
processing. He used TextAnalyst tool to analyze thousands of compliments from consumers
in auction store. As a result he discovered the behavior types of the complainers and some
problems in the categorization. But the limitation of his study is the accuracy of the results is
not obvious, to use only classification and it is for English language.

Francis in [27] tried to discuss the National Health Service (NHS) complaints system and to
list its limitations to make public services better and lead the way to make the complaints
system better. They observe an increase in complaints where the NHS had failed to
acknowledge mistakes or provide an appropriate solution when things go wrong. They found
individuals were unhappy with the way their complaints were handled by the NHS. The
results showed that 19% of them received Poor explanation and 7% unnecessary delays, 6%
Factual errors in response to complaint and 3% Communication with complainant was
unhelpful and ineffective, while the Lack of the available information and also no existing of
the procedures to handle the complaints leaded to these problems. As a result they agreed that
poor complaints system has a negative impact on the patients and others who seek to use it.
Inadequate responses cause distress. The limitation of this work is failing to discover the
reasons for wrong answers and delay factors, and didn’t introduce solutions to overcome
these problems.
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Himmel and Reincke in [28] developed a scoring procedure to automatically classify lay
requests to an internet medical forum about involuntary childlessness. The requests should be
classified according to their subject matter (32 categories) and the sender’s expectation (6
categories). Their text mining approach comprised the following steps: a large start list of
relevant words and the calculation of the Cramer’s V statistic for the association between
relevant words and the 38 categories. To find the most nearest neighbors, they applied a
formula, which gave high weight to singular value decompositions (SVDs). Also they
considered the automatically classified subject matter of this ‘new’ request and to a lesser
degree the sender’s expectation.

As a result, the proposed approach precision and recall was above 80% in nearly for all
categories.

One important limitation must be mentioned: although matches to a new request had to
correspond with respect to the subject matter and the expectation and should be close to each
other with regard to the SVDs, this does not protect them against mismatches due to false
classifications. In this case, the experts’ answers from former requests cannot meet the
sender’s information needs on principle. And visitors to an expert health forum will be
disappointed if they do not receive a more adequate and individual answer in due time.

Urdzikova and Jakabova in [29] tried to explore the nature of complaint satisfaction with
particular emphasis on the qualities and behaviors that customers value during personal
complaint handling service encounters. They found the reasons of dissatisfaction due to delay
in answering the complaints and also wrong answers. As a result they suggested some
procedures to improve the quality of service in complaints management, such as try to recruit
individuals who have strong listening, questioning, and verbal skills as complaining
customers take these skills for granted. Also, It improves the capability to analyze complaints
messages and interpret their correct meanings. Also need to increase the knowledge base.

3.3Text mining:

There are various types of text mining techniques (text classification, text similarity and text
summarization). In the following some works that depends on these techniques:

3.3.1 Classification

Anirban in [30] developed medical diagnosis tool for classifying patient records and reveal
important vocabularies that characterize nursing and pathology records. They proposed a
Minimum spanning tree algorithm to develop k-clusters of training data related to different
liver diseases which are validated using Silhouette coefficient. A text classification algorithm
is developed using cluster centers as training samples which uses a similarity measure to
classify the categorical data. As a result the clusters were validated using silhouette
coefficient. It is observed that an accuracy of 89% is reached in the proposed algorithm which
is much superior to state of art k -NN algorithm for text categorization.

Sharef and Kasmiran in [31] used classification methods in classifying the incidents events
, They introduced fuzzy grammar as a technique for building text classifier and compare the
performance of it with other machine learning methods such as support vector machine,
statistic, nearest neighbor and boosting. The results have shown that fuzzy grammar has
gotten promising results among the other benchmark machine learning methods. Where fuzzy
grammar has obtained around 84% of F-score and has the highest precision (93.2%) in
categorizing texts on bombing although lowest precision in categorizing texts on armed attack
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Mesleh in [4] has implemented the SVM algorithm with the uses Chi square method as a
feature selection method to classify Arabic documents. He has used an in-house collected
corpus from online Arabic newspaper archives, including several news sites as Al-Jazeera,
Al- Nahar, Alhayat and Al-Ahram, as well as a few other specialized websites. The collected
corpus contains 1445 documents that vary in length. These documents fall into nine
classification categories. The results showed that the SVM algorithm with the Chi-square
method has outperformed Naive Bayes and the KNN classifiers in term of F-measure, but rule
based approaches have poor recall.

Hall in [9] proposed a system as an automated categorizer for email to try to eliminate the
large amounts of manual email categorization that is currently done by many users. The
categorization approach is derived from an instanced-based learning method that explores
conditional probabilities of particular words. The results showed the Precision was 65% while
recall was 17%. So rule based approaches have poor recall and require a time consuming job
of building rules manually.

Harrag et al. in [32] used method to improve Arabic text classification by feature selection
based on hybrid approach. he used decision tree algorithm and reported classification
accuracy of 93% for scientific corpus, and 91% for literary corpus. Harrag collected 2
corpora; the first one is from the scientific encyclopedia “Do You Know” (<=3 Ja). It
contains 373 documents belonging to 1 of 8 categories (innovations, geography, sport, famous
men, religious, history, human body, and cosmology), each category has 35 documents. The
second corpus is collected from Hadith encyclopedia (< &l Cwsll de g 50) from —the seven
pens (4=l 238YY), It contains 435 documents belonging to 14 categories.

Al-Shalabi et al. in [33] applied KNN on Arabic text; they used TF-IDF as a weighting
scheme and got accuracy of 95%. They also applied stemming and feature selection. The
authors reported in their paper the problem of lacking freely publically availability of Arabic
25 corpus. He collected a corpus from newspapers (Al-Jazeera, An-Nahar, Al-Hayat, Al-
Ahram, and Ad-Dostor) and from Arabic Agriculture Organization website. The corpus
consists of 621 documents belonging to 1of 6 categories (politics 111, economic 179, sport
96, health and medicine 114, health and cancer 27, agriculture 100). They preprocessed the
corpus by applying stopwords removal and light stemming.

There are several studies compare classification algorithms on Arabic text,
Hmeidi , Hawashin and EI-Qawasmeh in [34] compared KNN and SVM for Arabic text
classification. They used full word features and considered tf-idf as the weighting method for
feature selection, and CHI statistics for ranking metrics. They showed that both SVM and
KNN have superior performance, and SVM has better accuracy and time. Authors collected
documents from online newspaper (Al-Ra’i and Ad-Dostor), They collected 2206 documents
for training and 29 documents for testing. The collected documents belong to one of two
categories (sport and economic).

In the work [35] about re-examination methods in the field of text categorization, Yiming
Yang and Xin Liu examined five different classifiers: the k-Nearest Neighbours, the Neural
Networks, the Last-squares linear fit the Naive Bayes classifier and the Support Vector
Machine. Document collection chosen for test is Routers-21578 corpora. All unlabelled
documents were eliminated from this corpus. Each category included at least one document in
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the training set as well as in the test set used for examination. Though the selection of
learning collection was carried out in full compliance with the supervised approach, the
process resulted in 90 categories in the training set and test. 82% of the categories had less
than 100 documents and 33% had less than 10 44 documents. Evaluation of the effectiveness
of the system was provided by using recall precision and F1 measure.

Lam, Ruiz and Srinivasan in [36], investigated whether automatic categorization will have
better retrieval performance than that achieved using manual categorization applied to
medical documents (Lam, Ruiz, Srinivasan). They analyzed the retrieval performance on test
queries to gain insights on the interaction of their categorizer and text retrieval.

The first part of their work dealt with automatic categorization including a category-
extraction process. For their test documents they use a corpus of medical documents from the
MEDLINE database that is referred to as the HERSH corpus. The authors ran a series of
experiments on parameter selection to provide a metric and categorization results. Their
results are broken down into category and document 4 perspectives. The category perspective
results are related to sizes of categories ranging from 10 to 60 categories. Three different
parameters were tested: CO, C35 and C50. CO used all manually assigned categories that
existed in the training set and test set. C35 and C50 limit the number of categories to those
that have a document frequency greater than 35 or 50 per category. The document frequency
is the number of documents that a specific category is assigned to. The F1 score is a weighted
combination of recall and precision, with the scores being averaged to determine a mean.
Their results for parameter selection can be seen in Table 3.1.

Table 3.1. Results for Parameter Selection in (Lam, Ruiz, Srinivasan).

Run | Parameter selectionbased | N | M
on training set
#of F1 score
categories
Co 641 0.258 5150
C35 58 0.468 5140
C50 43 0.509 30|20

The results indicate that as the frequency threshold on the category set increases, the mean F1
score improves. N represents the number of documents while M was the number of
categories.
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3.3.2 Text Similarity

Hoi and Lyu in [37] compared four similarity measures on a collection of Yahoo! News
pages. they extended the experiments by including the averaged KL divergence.

They found that the performance of the cosine similarity, Jaccard correlation and Pearson’s
coefficient are very close, and are significantly better than the Euclidean distance measure.
This measure was more frequently used to assess the similarity between words, especially for
such applications as word sense disambiguation. Information theoretic clustering algorithms
such as the Information Bottleneck method rely on this measure and have shown considerable
improvement in overall performance.

Wilson and Martinez in [38] performed a detailed study of heterogeneous distance functions
(for categorical and continuous attributes) for instance based learning. The measures in their
study are based upon a supervised approach where each data instance has class information in
addition to a set of categorical/continuous attributes. There have been a number of new data
mining techniques for categorical data that have been proposed recently. Some of them use
notions of similarity which are neighborhood-based or incorporate the similarity computation
into the learning algorithm .These measures are useful to compute the neighborhood of a
point and neighborhood-based measures but not for calculating similarity between a pair of
data instances.

Thabtah and Alzubaidi in [39] applied graph for representing the structure of the text as well
as the relationship between sentences of the document. Sentences in documents are presented
as nodes. The edges between nodes illustrate connections between sentences. These
connections are introduced by similarity relation between contents. The similarity between
two sentences is calculated and each sentence is scored. All the scores for one sentence are
combined to form a final score for each sentence. When the graph is processed, the sentences
are categorized by their scores and sentences in higher orders are chosen for final summary.

Inouye in [40] developed a hybrid TF-IDF algorithm. The idea of the algorithm is to assign
each sentence within a document a weight that reflects the sentence’s saliency within the
document. The sentences are ordered by their weights from which the top sentences with the
most weight are chosen as the summary.

In order to avoid redundancy, the algorithm selects the next top tweet and checks it to make
sure that it does not have a similarity above a given threshold with any of the other previously
selected tweets because the top most weighted tweets may be very similar. Another method
in [41] collects a set of Twitter posts, clusters the tweets into a number of clusters based on a
similarity measure and then summarizes each cluster by picking the most weighted post as
determined by TF-IDF algorithm.
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3.3.3 Summarization

Suzuki in [42] proposed a SumBasic algorithm for document summarization. In the system,
words that occur more frequently across documents have higher probability of being selected
for human created multi-document summaries than words that occur less frequently.

Ma, Yu and Liang in [23] developed multi-document summarization system for the web
context. The system is useful in combining information from multiple sources. Information
may have to be extracted from many different articles and pieced together to form a
comprehensive and coherent summary. One major difference between single document
summarization and multi-document summarization is the potential redundancy that comes
from using many source texts. The solution presented is based on clustering the important
sentences picked out from the various source texts and using only a representative sentence
from each cluster.

Erkan and Radev [24] developed a LexRank algorithm for computing the relative importance
of sentences or other textual units in a document or a set of documents. It creates an
adjacency matrix among the textual units and then computes the stationary distribution
considering it to be a Markov chain.

Hassel and Dalianis [43] developed automatic text summarizer called SweSum. It summarizes
news text in HTML/text format on the WWW. During the summarization 5-10 key words - a
mini summary is produced. Accuracy 84% at 40% summary of news with an average original
length of 181 words. SweSum is available for Swedish, Danish, Norwegian, English, Spanish,
French, ltalian, Greek, Farsi (Persian) and German texts. SweSum is based on statistical,
linguistic and heuristic methods. The system calculates the frequency of the key words in the
text, in which sentences they appeared, and the location of these sentences in the text. It
considers if the text is tagged with bold text tag, first paragraph tag or numerical values.

Douzidia in [30] developed the summarizer, Lakhas, by using extracting techniques to
produce ten words summaries of a new article. Lakhas first summarizes the original Arabic
document and then applies Machine Translation (MT), translating the summary into English.
These systems support the single document summarization.

Sobhl, Darwish and Fayek in [32] integrated Bayesian and Genetic Programming (GP)
classification methods in an optimized way to extract the summary sentences. The system is
trainable and uses manually labeled corpus. Features for each sentence are extracted based on
Arabic morphological analysis and part of speech tags in addition to simple position and
counting methods. Initial set of features is examined and reduced to an optimized and
discriminative subset of features. Given human generated summaries, the system is evaluated
in terms of recall, precision and F-measure. It is a concept- based summarizer system that
takes a bag-of-words representing a certain concept as the input to the system.
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Leskovec et al. in [44] presented a method for summarizing document by creating a semantic
graph of the original document and identifying the substructure of such a graph that can be
used to extract sentences for a document summary. First, the method starts with deep
syntactic analysis of the text and for each sentence; it extracts the logical form triples. After
this step, it applies cross-sentence pronoun resolution, co-reference resolution, and semantic
normalization to refine the set of triples and merge them into a semantic graph. This
procedure is applied to both documents and corresponding summary extracts. In the
evaluation phase, the method achieved an average recall of 75% and precision of 30% when
compared with human summarization.

3.4 Summary

In this chapter we introduced some related works including works about complaints systems
and works about applying text mining techniques in some fields including classification issue
such as classifying emails and spam filtering by using some methods SVM, KNN and Naive
Bayes. From works about complaints systems, we found some limitations as: most of these
systems depend on manual processing for complaints (review and classify complaints) that
lead to some problems as delay in answering questions and wrong classification and
inadequate answers.

Also this chapter included works about finding text similarity by using set of text mining
methods as cosine similarity, Jaccard correlation and Levenshtein distance similarity
algorithm .Also we discussed works about using text summarization techniques to build
multi-document summarization systems by using LexRank, Lakhas and Centroid-based
summarization algorithm.
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Chapter 4
Proposed Complaints System
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This chapter introduces our work phases. It includes the following sections: data acquisition,
complaint workflow, text pre-processing steps, applying Rapid miner, complaints
classification module, answers suggestion part, complaints summarization part and evaluation
methods. In this work, we used some text mining techniques to construct an automated
complaints system by using the UNRWA data. Figure 4.1 depicts the methodology steps. The
first step: read received message and apply text processing steps to prepare data for
manipulation and then go to next phases as in the workflow below.

‘=
—— X

‘e
—

Summarize Complaints and Update FAQ

Figure 4.1: Complaints System

e The initial parts of our system are:

» Requests Receiver: for all requests, receive the request and forward it to the
request analyzer.

» Requests Analyzer: read each message details, and understand the meaning
of it based on some rules and then set the request category based on message
text meaning by using text mining techniques.

» Requests Dispatchers:  After categorizing the request under specific
category, forward the request to the desired destination to process the request.

» Answer Suggestion: In some cases, the system will suggest the answer based
on previous cases that are similar to the current case by using text similarity
algorithms as KNN algorithm.

» Also the system includes additional feature to update the FAQ library with
the most asked questions by using summarization techniques.

4.1 Data Acquisition

We used the UNRWA dataset for its complaints system that contains thousands of Arabic text
messages of different lengths that belong to about 14 different categories .The data collected
from Jan 2011 to Sep 2013. A total of 12,690 complaints were used to train and test our
system. The data set contains 14 classes that describe the groups of complaints as finance
class for complaints of financial problems, HR class for employments and hr complaints
emergency class for food distribution problems, education class for educational problems,
engineering class for housing problems and relief services class for refuges problems.
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4.2 The Complaint workflow

The complaint workflow contains steps as shown in Figure 4.2: The first step is submitting
complaint by the complainant after filling the complaint details. Then complaints unit
receives the requests and checks if there are similar cases exists by using similarity techniques
of text mining. If yes it will select the answer and send it back to the complainant. Otherwise,
the system will categorize the complaint by using text mining techniques based on the
message contents understanding, and then forwards the complaint to the right person to get
the answer. The specialist in the department will receive a notification regarding new
complaint is received, and then specialist will prepare the answer and send it to complaints
unit.

The final step is reviewing the answer by the complaints unit and then sending it back to the
complainant. The complainant will receive a message contains the answer and fills the
feedback.

The End User | Complaints Unit | I

The User | Complaints Staff I

Spechalist |
| ___________=©o '
- |
EE [ : Review Requests l l
- l l » Review The Request |

Fill Complaint Data | l I .
b |
| Yes ' .
B Categorized _— | |

. Natify | |
Submit The | Fill The Answer I

Request i N . .
. ' i |

! ‘ Set The Request Type

! " : | Send Back To |
: : RSU ;
! I I |
| i Notify |

Cof Set The - -
! ‘ Department/Category | |

1

| | i
0 Have Similar . - l
| | i
: Yes :
| | |
i Receive . | !
0 Answer B ] l
| N )
Receive l |
Answer I I
Y
| |
H L———» Review Answer
| |
Fill Feedback | |
v | |

Submit The | |
Answer 0

Figure 4.2: The Complaint work flow
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4.3 Text pre-processing steps:

To use text mining we need to prepare our data to be ready for applying the mining methods.
We aim to transform the Arabic text documents to a form that is suitable for the classification
data mining algorithms. As shown in Figure 4.3 preprocessing includes the following steps:

Read N Tokenize Stemming
=
Document Text

h 4

Vector Representation of Delete
Text *1 Stopwords
Feature Selection and/or Learning
Feature Transformation i algorithm

Figure 4.3: Preprocessing Process
4.3.1 Tokenization

The process of breaking a stream of text up into tokens that is words, phrases, symbols, or
other meaningful elements is called Tokenization where the list of tokens is input to the next
processing of text classification. Generally, tokenization occurs at the word level.
Nevertheless, it is not easy to define the meaning of the "word". Where a tokenize process
responds on simple heuristics, for instance: All contiguous strings of alphabetic characters are
part of one token; similarly with numbers. Tokens are divided by whitespace characters, like a
space or line break, or by punctuation characters. Punctuation and whitespace may or may not
be added in the resulting list of tokens. In languages like Arabic still tokenization is not easy.
Some ways to mention this problem are by improving more complex heuristics, querying a
table of common collocations, or fitting the tokens to a language model that identifies
collocations in a next processing [38].

4.3.2 Stemming

Stemming is the process of removing affixes (prefixes and suffixes) from features. This
process is used to reduce the number of features in the feature space and improve the
performance of the classifier when the different forms of features are stemmed into a single
feature. Stemming usually used to convert words to root form; it dramatically reduces the
complexity of Arabic language morphology by reducing the number of feature / keywords in
corpora. For example: (w3, w0y, 4ul3), from the above example, the set of features is
conflated into a single feature [7]. There are two types of stemming: root and light stemming.
Stemming reduces words to their stems [45]. Light stemming, in contrast, removes common
affixes from words without reducing them to their stems.

We used light stemming in our system because most experiments in Arabic found that light
stemming gives more accurate results than root stemming [45].
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4.3.3 Stop word removal

This phase includes stop-word removal. These stop words can be classified into three types:

e Frequent Words: These words or characters are occurring more frequently in the
text like common pronouns as (s «=¥3& a2 ¢«# ) and some particles such as (13,
1) |

e Words with no particular meaning: These words are not important words that
appear in the context of text without indication to particular information about the
text, these words like. (¢Aamdll ddlials ¢ poall cae b ¢ JSAL (aiy ¢ laill),

e General Words and Numeral: This type describes some general words likes (days,
month, month name, day name, weeks .etc (and some numeral words such as («Js¥!
«JsY ¢ Js¥I S and many other words.

Typically in computing, stop words are filtered out prior to the processing of natural language
data (text) which is managed by man but not a machine. A prepared list of stop words do not
exist which can be used by every tool. Though any stop word list is used by any tool in order
to support the phrase search the list is ignored.

Any group of words can be selected as the stop words for a particular cause. For a few search
machines, these is a list of common words, short function words, like the, is, at, which and on
that create problems in performing text mining phrases that consist them. Therefore it is
needed to eliminate stop words contains lexical words from phrases to raise performance.
Since the sequence of words is called a document. Thus every document is generally denoted
by an array of words. The group of all the words of a training group is called vocabulary, or
feature set [38].

4.3.4 Vector representation of the documents

Vector representation of the documents is an algebraic model for representing text documents
and any objects as set of identifiers vectors, for example, index terms which will be utilized
in information filtering, information retrieval, indexing and relevancy rankings where its
primary use is in the SMART Information Retrieval System.

A sequence of words is called a text document [32]. Thus every document is generally
denoted by an array of words. The group of all the words of a training group is called
vocabulary, or feature set. Thus a document can be produced by a binary vector, assigning the
value 1 if the document includes the feature-word or O if there is no word in the document.
There are many types of representation , the most common is TF-IDF weight (term
frequency—inverse document frequency) which is a weighting scheme that often used in the
vector space model together with cosine similarity to determine the similarity between two
documents,

The TF-IDF is a weight often used in information retrieval and text mining. This weight is a
statistical measure used to identify the importance of the word in document in a collection or
corpus. The importance increases proportionally to the number of times a word appears in the
document but is offset by the frequency of the word in the corpus [7].
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4.3.5 Feature Selection and Transformation

A feature selection method is used to decrease of the dimensionality of the dataset by
eliminating features that are not related for the classification [43]. The transformation
procedure is explained for presenting a number of benefits, involving tiny dataset size, tiny
computational needs for the text categorization algorithms (especially those that do not scale
well with the feature set size) and comfortable shrinking of the search space. The goal is to
reduce the curse of dimensionality to yield developed classification perfection.

The other advantage of feature selection is its quality to decrease over fitting, i.e. the
phenomenon by which a classifier is tuned also to the contingent characteristics of the
training data rather than the constitutive characteristics of the categories, and therefore, to
augment generalization. Feature Transformation differs considerably from Feature Selection
approaches, but like them its aim is to decrease the feature set volume. The approach does not
weight terms in order to neglect the lower weighted but compacts the vocabulary based on
feature concurrencies [32].

4.4 10-Fold Cross Validations

When we have one dataset with the samples having predefined class for each data point, we
can split this dataset into training and testing portion. The training portion is used to build a
model of the dataset, and the testing version is used to test that model. We'll want to split the
dataset multiple times at random places and then average the results.

Most common is 10-fold cross validation. This means we choose 90% of the data to be the
training set, and 10% to be the testing set. We evaluate the precision/recall/etc. with this split,
then choose a different 90/10 split and do it again. Because there are 10 possible splits, we do
it 10 times and average 10 results. Below figure 4.4 illustrates k-fold cross validation.

L k folds (all instances) -
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Figure 4.4: Fold Cross Validation
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4.5 Using Rapid miner:

We used Rapid miner as shown in Figure 4.5 to perform text pre-processing:

a) Tokenization

We have applied Tokenize / Rapid miner on the input complaints dataset to break stream of
text into list of tokens.

b) Stemming

We have applied Stem (Arabic, Light) / Rapid miner to reduce the number of feature /
keywords by removing affixes (prefixes and suffixes) from input features.
c) Stop word removal

We have applied Filter Stopwords (Arabic) / Rapid miner to remove frequent words and
words with no particular meaning.

d) Vector representation of the documents

We have used TF-IDF for vector creation / Rapid miner to represent text documents as set of
identifiers vectors.

Extract Inform..., (] doc
5 = doc | VECtOr creation ITF—IDF 'l
o . .
|:| add meta information
[+] keep text
Tokenize prune method Iabsolute vl
(doc [E=| doc
o == prune below absolute |2 l
prune above absolute IQQQQ l
& Help
Filter Stopwor..
Qo [BF oo = Process Documents from Data (Text
&) == == Processing)
Synopsis
Stemirabic, Generates word vectors from string
( doc ;_;—:‘ doc attributes.
@)

Figure 4.5: Text Pre-Processing

The result: Converting Complaints text messages to Word List as in figure 4.6.

view |8 WordList (Process Documents from Data) ] (WLocal L
Word Alfribute Name Total Occurences Document Occurences

1727 1396

1376 11

1358 865

1322 1148

1316 1108

1221 928

1129 1121

1112 1104

1108 104

1037 763

955 945

930 757

890 779

878 678

802 712

776 760

753 608

737 837

727 590

77 496

Figure 4.6: Resulted Word List
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The system includes set of text mining techniques to make the system automated, the system
analyze, classify, summarize and find similar cases automatically based on the previous
complaints cases, the main three parts of the system: (classify complaints, find similar cases
to suggest answers and summarize common complaints to update the FAQ library) .
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4.6 Complaints Classification module:

After reviewing various works such as of Hmeidi and Hawashin in [13] which compared
KNN and SVM for Arabic text classification and showed that SVM has better accuracy and
time, Mesleh [47] applied SVM to classify Arabic articles and showed that the SVM
algorithm with the Chi-square method has outperformed Naive Bayes and the KNN classifiers
in term of F-measure. We decide to try the most common methods which are SVM, KNN
with Cosine similarity, Naive Bayes and Decision Tree methods to classify the new
complaints (for complaints categorization part), and select the best of them to be in our
system as the complaints classifier.

The classifier is built based on the content of the training data set of UNRWA that contained
more that 12,000 complaints classified under 14 categories.

For the received complaints documents, text categorization steps are applied as shown in
Figure 4.7.

o Apply text pre-processing to make the text documents suitable to train the classifier, it
includes tokenization to convert input text to list of tokens, vector space model to
represent them as a set of vectors, stop word removal to remove unnecessary words,
stemming to remove suffixes of the resulted fractures and dimensionality reduction to
select the important fields. Details of each step are described in section 4.3, page 30.

o Construct the classifier and tune it by using learning technigque against the training data
set

o Finally, evaluate the classifier by using some evaluation measures as [error rate, recall,
precision and F-Measure].

Vector Space Model

Stop Word Removal

‘ Stemming ‘

!

Dimnensionalbity
Reduction

[ » o5 r.m,fj

Classification

Classified Text
Document

v

Performance
Evaluation

Figure 4.7: the proposed model for Categorization

So we have applied SVM, KNN, Naive Bayes and Decision Tree methods on our data set
(UNRWA data stet) to classify the new complaints , and then selected the best of them to be
the Complaints Classifier in our system.
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4.6.1 Support vector machines

A Support Vector Machines (SVMs) is a set of related supervised learning methods that
analyze data and recognize patterns used for classification and regression. If we have a set of
training objects, each one has a predefined category, SVMs training algorithm builds a model
that predicts whether a new object falls into one category or the other. Intuitively, SVMs
model is a representation of the objects as points in space, mapped so that the objects of the
separate categories are divided by a clear gap that is as wide as possible. New objects are then
mapped into that same space and predicted to belong to a category based on which side of the
gap they fall on [44, 48].

A support vector machine constructs a hyperplane or set of hyperplanes in a high dimensional
space, which can be used for classification, regression or other tasks. Intuitively, a good
separation is achieved by the hyperplane that has the largest distance to the nearest training
data points of any class (so-called functional margin), since in general the larger the margin
the lower the generalization error of the classifier [3].

The main classification steps for SVM are:
= Use kernel function to Map the data to a predetermined very high-dimensional space.
= Find the hyper plane that maximizes the margin between the two classes.
= |f data are not separable, find the hyperplane that maximizes the margin and
minimizes the weighted average of the misclassifications.

We used rapid miner to apply SVM algorithm on our dataset as shown in Figure 4.8
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Figure 4.8: applying SVM method

4.6.2 Decision Tree Algorithm

Decision Tree is an algorithm used for classification by generating a tree where each branch
of the decision tree represents a possible decision or occurrence. By using a set of training
data, it builds the decision tree. At each node of the tree, it chooses one attribute of the data
that most effectively splits its set of samples into subsets enriched in one class or the other. Its
50 criterion is the normalized information gain (difference in entropy) that results from
choosing an attribute for splitting the data. The attribute with the highest normalized
information gain is chosen to make the decision.
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Algorithm for decision tree induction constructs the tree in a top-down recursive divide-and-
conquer manner. Below, the summary of the algorithm steps [3, 22]:

o First, all the training samples are at the root
e Samples are partitioned recursively based on selected attributes
e Test attributes are selected on the basis of a heuristic or statistical measure (e.g.,
information gain)
e The algorithm stop partitioning in one of the following conditions:
» All samples for a given node belong to the same class .
» There are no remaining attributes for further partitioning — majority voting is
employed for classifying the leaf.
» There are no samples left.

We used Rapid miner to apply decision tree algorithm on our dataset as shown in Figure 4.9

Apply Model
tra [} (] mod mod [} Qmod lab [}
thr  tes [}  unl @ mod )
thr (8]
(] tra If_\l mod D
§ =D Performance
o ( lab @ per
per ey exa )
8]

Figure 4.9: applying decision tree method

4.6.3 K-Nearest Neighbors (KNN)

K Nearest Neighbors algorithm (KNN) is a classification method for classifying objects based
on nearest training samples in the feature space. KNN is a type of instance-based learning, or
lazy learning where the function is only approximated locally and all computation is deferred
until classification. KNN is considered the simplest of all machine learning algorithms: an
object is classified by a majority vote of its neighbors, with the object being assigned to the
class most common amongst its k nearest neighbors (k is a positive integer, typically small). If
k = 1, then the object is simply assigned to the class of its nearest neighbor [3, 43].

KNN Directly estimates the a posteriori probabilities P(C|X), i.e. bypass probability

estimation and go directly to decision functions. KNN can center a cell about x and let it
grows until it captures kn samples.
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We used rapid miner to apply KNN algorithm on our dataset as seen in figure 4.10
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Figure 4.10: applying KNN method

4.6.4 Naive Bayes

A Naive Bayes classifier is a statistical classifier based on applying Bayes theorem with
strong (naive) independence assumptions.

Given the class variable, a naive Bayes classifier assumes that the value of a particular feature
is unrelated to the presence or absence of any other feature. For example, a fruit may be
considered to be an apple if it is red, round, and has other features. A naive Bayes classifier
uses each of these features to compute the probability that this fruit is an apple, regardless of
the presence or absence of the other features [46, 48].

The main feature of naive Bayes classifier is that the required data used to train the classifier
is small amount of data, it’s used to estimate the parameters means and variances of the
variable necessary for classification. Because independent variables are assumed, only the
variances of the variables for each class need to be determined and not the entire covariance
matrix [37].

We used rapid miner to apply Naive Bays algorithm on our dataset as seen in figure 4.11

Apply Model
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thr  tes [}  unl @ med
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= ~ mod [}
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Figure 4.11: applying Naive Bays method
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4.7 Answers Suggestion part:

This part is responsible for suggesting answers based on the previous cases that are similar
to the selected case by using text similarity techniques. It uses text similarity techniques to
extract similar cases at determined similarity score and display suggested answers
automatically as shown in Figure 4.12.

Pre Processing

Tokenizer Stop Word Removal o | Word
Recognizer

Indexing & Raw Term
Generator

A 4

Concept Filtering

Term Frequency > Inverse Document

Indexing Frequency Indexing

Y

Similarity

Latent Semantic Indexing —— Computation

Y

Identification of Relevant Grouping and

Decision Making

A

Documents

Figure 4.12: Finding similar cases by using text similarity

The main phases illustrated in the Figure 4.12 are:

A. Preprocessing of Learners Knowledge

Pre-processing is the process to prepare data set to be ready for applying the mining methods.
The main objective is to optimize the list of terms that identify the collection. The pre-
processing module is used to accept input text from the text corpora. The tokenizer is used to
convert a text file into a set of tokens. Each of these tokens are passed to the stop word
removal system where the stop words such as determiners and prepositions determiners and
prepositions are removed from the source documents. Since these words appear in any
contexts and they cannot provide useful information to describe a domain concept they can be
removed. In our system, we construct a stop word file based on the standard stop word file.
And then sort and store the obtained words after stop word removal in another text file.

B. Indexing and Raw Term Generation of Learners Knowledge

It’s a process that gets the input from the pre-processing module as tokens. These tokens are
collected from number of documents. Each document contains set of distinct words (ie five to
ten terms) and then computes the occurrence of each term in every document. And then
generates a matrix to show the terms in rows and columns for the document. Finally, arrange
the terms in ascending order by using generated indexes.

C. Concept Filtering of Learners Knowledge
Concept filtering uses TF indexing to normalize the raw frequencies across a single

document. For example, if a document had two words, one occurring twice and the other
occurring thrice, the first word would be normalized to 2/5 (0.4) and the other to 3/5 (0.6).
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The resulted term count in the given document is calculated from the number of times a given
term appears in that document. This count is usually normalized to prevent a bias towards a
document to give a measure of the importance of the term t within the particular document d.
Thus, we have the term frequency TF(t,d) in the document.

D. Latent Semantic Indexing
It’s the process of extracting latent relationships among documents based on word co-

occurrence. So if document A contains (w1, w2) and document B contains (w2,w3), we can
conclude that there is something common between documents A and B. in this case we can
say w2 is common between A and B [49].

E. Similarity Computation
Similarity computation is the process of computing the dependency between two entities

based on mutual information. Different methods are used as Jaccard computation to compute
the association weights among tokens [37].

We have used Levenshtein distance similarity algorithm to find similarities and achieved
excellent results (F-Measure 72.45%).

4.7.1 Levenshtein distance similarity algorithm:

The Levenshtein distance is a string metric for measuring the difference between two
sequences. Informally, the Levenshtein distance between two words is the minimum number
of single-character edits (i.e. insertions, deletions or substitutions) required to change one
word into the other. It is named after Vladimir Levenshtein, who considered this distance in
[50] 1965 .

Levenshtein distance may also be referred to as edit distance, although that may also denote a
larger family of distance metrics [41], It is closely related to pairwise string alignments.
Mathematically, the Levenshtein distance between two strings @.  is given by equation 4.1

levap(|al,[b]) (4.1)
where
max(i, j) if min(z,7) =0,
levap (i) levap(i—1,7) +1
evap(i, j) = , .. .
s J min { lev,, (4,7 — 1)+ 1 otherwise.

lEVﬂ,b(EI — l,j — 1) + l(ﬂi;{:bj)

Where Liai#b;) is the indicator function equal to 0 when @ = b; and equal to 1 otherwise.

Note that the first element in the minimum corresponds to deletion (from aa to b), the second
to insertion and the third to match or mismatch, depending on whether the respective symbols
are the same.

Sowe can say the Levenshtein distance between two strings is the minimal number of
insertions, deletions, and substitutions of one character for another that will transform one
string into the other. So it’s a global alignment of strings S; and S, is a way of lining up the
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two strings (with spaces possibly inserted into one or both strings or at the ends) so that each
letter or space in S; corresponds to a letter or space in S, and vice-versa. Note that a space
indicates an insertion or deletion and needs to be distinguished from a blank if "blank™ is a
member of the alphabet [50].

D(i, j) = edit distance between Sy[1..i] and S,[1..j]

Recurrence: D(i, 0) =i, D(0, j) =j, and D(i, j) = min[ D(i-1, j)+1, D(i, j-1)+1, D(i-1, j-1) + (
S1(i) '=S,(j) ) 1, where (a!=b) has the value 1 if the characters a and b don't match and 0 if
they match.

4.7.2 Implementation of answer suggestion part

The answer suggestion part was written in C#. We have implemented (Levenshtein Edit
Distance Algorithm) in the system, we used two-dimensional arrays to store the distances of
prefixes of the words compared, and return the amount of difference between the two strings
based on the minimum number of operations needed to transform one string into the other,
where an operation is an insertion, deletion, or substitution of a single character. The program
starts by displaying received complaint documents.

The main steps of answers suggestion part :

- First select a complaint.
- And then compare it with the stored complaints in the database and return the
similarity score.
- If the similarity score match the determined similarity score e.g. 0.5, add it to similar
complaints list to display them in similar cases suggestion area.
Note: For each complaint document, apply preprocessing steps on it before passing it to
similarity method.
See Figure 4.13 illustrates the Levenshtein distance similarity algorithm.

Algorithm 1 Control sequence comparison

1. procedure LEVENSHTEINDISTANCE(A, B)

2: define D[n+1]|[m+1] > |Al =n,|B|=m
3: set D[i][0..m] « ¢ >p0<i<n
4 set D[0..n][j] < j F0<ji<m
5 for : — 0,n do

6: a — getCharAt(Ali])

7! for j — 0,m do

8 b «— getCharAt(B[j])

9: if a = b then
10: cost < 0
11: else

12 cost 1

13: end if

14: D[i][j] = min{D[-1]{j]4+1, D[i]j-1]+1,

D[i-1][j-1]+cost}

15: w «— getWeighAt (i)

16 Dl il = wxDl[j

17 end for

18: end for

19: d —D[n+1][m+1] > distance
20: return d > the similarity

21: end procedure

Figure 4.13: Levenshtein distance algorithm [50]
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4.8 Complaints Summarization part:

Main Obijective of this phase is to build a tool in the system that uses summarization
techniques to update the FAQ library with the most asked questions. We proposed the model
as shown in Figure 4.14.

Apply
summarization
and
update the FAQ

Topics

Select set of Sort questions
Similar with descending
questions for order (highest

selected topic first)

Selection

Figure 4.14: Summarizer module
To summarize questions to update FAQ library, we use the following steps:

a. Topics Selection :
The first step in updating the FAQ library is nominating a set of topics based on the
number of questions that lay under each topic and pass the selected topics for the
second phase as shown in Figure 4.15.

Subject - count -l

gl gl 66
! 59

| (oo e 54
| el e 51
ETE 31
| el T 29
2y ALl 26
At sty sl 26
= 25
AL 25

e L o 25
el s e 24
el ) oy 24
N a s 23

5o i il 22
P 1

Jus e 21
e 20
ol 20

| | osaledl o 19
| ol e 18

Figure 4.15: Nominated Topics

b. Select set of similar questions for selected topic :
For the questions of each nominated topic, find the similarity of the latest questions
with determined accuracy, and produce list of questions and count for each of them.

c. Sort questions with descending order (highest first) :
For each selected topic, select the top five questions from the sorted set and use them
as input for our summarizer.

d. Apply summarization and update the FAQ:
After selecting the questions, supply our summarizer with these questions and update
the FAQ library with the resulted summary.

41



4.8.1 Automatic summarization is the process of reducing a text document with
a computer program in order to create a summary that retains the most important
points of the original document. As the problem of information overload has grown,
and as the quantity of data has increased, so has interest in automatic summarization.
Technologies that can make a coherent summary take into account variables such as
length, writing style and syntax. An example of the use of summarization technology
is search engines such as Google.

4.8.2 A popular summarization methods that deal with Arabic text are:

Centroid-based summarization algorithm of multiple documents, LexRank algorithm And
Continuos LexRank algorithm.

4.8.3 The selected algorithm for our summarizer:

After reviewing many papers about summarization techniques, we found the best
techniques to be used in our system is Centroid-based summarization of multiple
documents , and then implemented it in our system .

4.8.4 Centroid-based summarization of multiple documents:

We used a multiple-document summarization method to summarize the most asked question
and update FAQ library with the latest complaints. So our system extract a summary from
multiple questions based on the document cluster centroids. This summarization technique is
a cluster- based, extractive summarization method, where passages are first clustered based
on similarity, prior to the selection of passages that form the extractive summary of the
documents.

The sentences are then issued a timestamp based on the order of their occurrence in the
original document, thereby ensuring the chronological order of sentences. Passage clustering
forms a main component in this system that aims to extract the most relevant sentences of the
documents at the same time keeping the summary non-redundant.

Centroid-based works as follows: First: the sentence scorer gives a value to each sentence
based on a linear combination of their features. Sentences are then ordered according to their
scores. The sentence re-ranker then adds sentences to the summary beginning with the highest
scoring sentence. The re-ranker calculates the similarity of the sentence about to be added
with all of the sentences already in the summary. If the similarity is above a given threshold,
the sentence is not added to the summary and the re-ranker moves on to the next sentence.
Sentences are added to the summary until the amount of sentences in the summary
corresponds to the compression rate. So the passages are first clustered based on similarity,
prior to the selection of passages that form the extractive summary of the documents
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4.8.5 Implementation of summarization part

The complaints summarization part was written in C#. We have implemented (Centroid-
based summarization of multiple documents Algorithm) in the system and integrated it with
other parts.

This part works as follow:

Select specific topic and extract the complaints for selected topic.

Find the top five similar questions from the list.

And then send the result to summarization method.

The summarizer read the received multiple complaints documents and do
summarization with selecting the compression rate e.g. 0.3.

Display the result in the summary Area.

See below in Figure 1.16 how the implemented algorithms do summarization.

Algorithm Steps:

e For all sentences in the cluster
Begin
1. Sort the sentences in descending order based on the obtained
score values after the reduction of the redundancy penalty.
End

Begin
1.  Get the compression rate from the user
2. Select the required number of sentences based on the
compression rate.
3. Sort the sentences in the ascending order depending on the
timestamps
4.  If the Timestamps are the same
Begin
e Compare the score values
¢ Sentence with the higher score value will appear first

End
End

Figure 4.16: Centroid-based summarization algorithm
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4.9 Evaluation Methods

We used the following evaluation methods to evaluate the implemented parts:

4.9.1 Evaluating Text Similarity and Classifier modules:
We calculated recall, precision and F-measure to evaluate our modules, and determined what
is the best F-Measure based on similarity score.

Precision : is the number of correct results divided by the number of all returned
results [equation 4.2]:

|{relevant documents} N {retrieved documents}|

precision = |{retrieved documents}| (4.2)

Precision takes all retrieved documents into account, but it can also be evaluated at a
given cut-off rank, considering only the topmost results returned by the system. This
measure is called precision at n or Pn [34].

For example: for a text search on a set of documents precision is the number of
correct results divided by the number of all returned results.

Precision is also used with recall, the percent of all relevant documents that is
returned by the search. The two measures are sometimes used together in the F1
Score (or f-measure) to provide a single measurement for a system.

Recall: is the number of correct results divided by the number of results that should
have been returned, Recall in information retrieval is the fraction of the documents
that are relevant to the query that are successfully retrieved.
For example: for text search on a set of documents recall is the number of correct
results divided by the number of results that should have been returned

In binary classification, recall is called sensitivity. So it can be looked at as the
probability that a relevant document is retrieved by the query.

It is trivial to achieve recall of 100% by returning all documents in response to any
query. Therefore, recall alone is not enough but one needs to measure the number of
non-relevant documents also, for example by computing the precision.

|[{relevant documents} N {retrieved documents}|

Il=
reca |[{relevant documents}|

F-measure: is a measure of a test's accuracy. It considers both the precision p and
the recall r of the test to compute the score:

The F1 score can be interpreted as a weighted average of the precision and recall,
where an F1 score reaches its best value at 1 and worst score at 0.

The traditional F-measure or balanced F-Score (F1 score) is the harmonic mean of
precision and recall:

precision - recall

F, =2 —
! precision + recall
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4.9.2 Evaluating Summarization Module
In this work, the measures that used in the evaluation are the precision, recall and F-Measure.

To illustrate how these two measures are used to evaluate text summarization; consider an
example document for summarization and let X be the set of sentences in its summary
(generated manually by an expert in the field), and Y be the set of sentences that are extracted
by the system from the text, and Z be the set of sentences in the intersection of the sets X and
Y as illustrated in Figure 4.17.

D)

Figure 4.17: Sentences intersection.

The recall and precision can be computed as:
Recall R is the percentage of the target sentences that the system extracted.

12l

| X
Precision P is the percentage of the extracted sentences that the system got right

p_lZl

F-measure F is to combine precision and recall into a single measure of overall performance.

oo 2PR
P+R

4.10 Summary:

In this chapter we described our application, and presented algorithms for categorizing,
answers suggestions and summarization of the complaints using a text mining techniques. We
used UNRWA dataset to train the system and build the automated complaint system. The
proposed system analyses the text message contents, categorizes it by using text
categorization algorithms and tries to decide where to direct the question request
automatically to the right person in order to get it answered.

Also it uses text similarity techniques to suggest the answers automatically and system use
summarization techniques to update the FAQ library with the most asked questions. The next
chapter will be about the results of our experiments.
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Chapter 5
Experimental Results and Analysis
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This chapter describes the results and the analysis of evaluating the main parts of our system.
It also describes the comparisons between used methods according to the results to achieve
the best performance. Each method was evaluated using precision, recall, F-measure. Each
experiment was performed with the same dataset so that the results could be compared.

We have used C# language to implement the system, and implemented the following parts:
Text Processing, Complaints Classifier, Answers Suggestion part and Complaints
Summarizer, and evaluated the performance for each part in the system. This chapter contains
sections describing the experiments for each system part: The preprocessing part which is
common for all other parts, classifying new complaints part, answers suggestion part and
summarizing complaints part.

The experimental environment used for all experiments was: CPU / Intel Pentium i5
processor, Memory is 4 GB DDR2 RAM, Windows 7. Also, we used the following software:
visual studio 2010, Excel 2007 and Rapid miner.

4.1 Text Preprocessing

The first step is preparing the data to be ready for applying text mining methods, to
transform the Arabic text messages to a form that is suitable for used algorithms. In our
experiments, we used tokenizer, light stemmer, Stop word removal and vector
representation for preparing data as described in chapter 4. The result was converting
complaints text messages to Word List that contains the occurrence of each word in the
category as shown in Table 5.1.

Word Total Occur... Document... s P01 i — sy Cidaad e aglid iged
e 12 12 1 8 0 3 0 0 0
s 8 5 0 8 0 0 0 0 0
EX 67 37 5 48 0 6 0 5 1
R 209 110 8 78 6 94 0 11 0
22 6 5 0 2 0 0 0 3 1
=2 2 2 0 1 0 0 0 1 0
A 2 2 0 1 0 1 0 0 0
o il 15 4 10 3 0 0 1 1
gh 11 10 0 8 0 0 0 2 0
T 1 5 0 9 0 1 0 0 0
ERY-< 2 2 0 2 0 0 0 0 0
Jis 10 5 1 0 0 1 0 6 1
= 1 11 2 6 0 0 0 3 0
e 9 9 3 4 0 1 0 0 0
s 16 9 6 4 0 1 0 0 0
ST 172 91 15 94 4 29 0 16 5

Table 5.1: Word List

The resulted number of classes is 14 classes, Table 5.2 contains the resulted vectors number
for each class:
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Table 5.2: Resulted support vectors for classes

Class (Eng) Class (Arb) Number of support vectors for class
Administration By 3750
Emergency Programme sl shll 744
Education palaill 1334
Finance Al 974
Relief & Social Services Glaadll s ey 77
delaiayl
Office of DUO-G Slalexd) 5010 506
Microfinance & 8 yproall o sliiall y sal 51
Microenterprise
Mental Health Programme dadil) daall 21
Staff Response Unit Cnid gall Aty Sas 109
Environmental Health Al daa 14
UNRWA Adminsitration Ggal) ANS 5 Al 35
(HQ) (HQ)
Procurement Gl sl 177
Health iaall 28
Engineering Al 108

5.2 Complaints Classification

We carried four types of classifiers for classifying the new complaints, and compared them to
select the best classifier in the system.

We used Rapid miner to apply the classification methods on our dataset. We used 12.699
complaints in these experiments. In order to ensure the reliability of the results, 10-folds cross
validation test was followed. The data set is divided into 10 equal subsets. Each of them is
used once as testing data where the other 9 subsets are the training data. So we have applied
SVM, KNN, Naive Bays and Decision Tree methods on our data set and compared them to
select the method that achieved the highest accuracy to construct the classifier.

We used Rapid miner to evaluate the selected classification methods to construct our
classifier in the system, see Figure 5.1 as the classification process.

=| Process Documents from Data

Select Attribu...
' = @ =xa s | ) ereate word vector
Read Excel ori fp res
qi A o (€] =s  Vector creation TF-IDF hd
"3 -
s [~] add meta information
Sample (Strati... Set Role [] keep text
exa exa exa exa
» 5 CE
Validation
 wor m mot 1) prune above abs... 9999
- exa tra
llominaito Te., ¢ 3 p datamanagemeni | double_spar.. ¥
(s u}l ave
% 8 om
B ‘ Chf e [ serect attributes and weights
o -
<]

Figure 5.1: Classification Process
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Figure 5.2: Applying SVM method

For SVM, we have tested it with changing the sample size and see the results. We noticed
that the accuracy increase with increasing the sample size, below the summary of these
experiments, see Figure 5.3.

Sample Size

76.00%
75.00%

74.69%
74.17%

74.00%
72.98%
73.00% 72 67%
72.00%
71.00% 72.19% B Accuracy
70.07%
70.00% -
69.00% -
68.00% -
67.00% - T T T T T

2700 3700 4700 6700 9000 10000

Figure 5.3: SVM Accuracy for different samples

So the best accuracy for SVM was 74.69%, and also we calculated Precision, recall and f-
measure to compare it with the other methods, the results as shown in Table 5.3:

Table 5.3 : SVM results
Precision 74.96%

Recall 74.69%
F-Measure | 74.82%
Accuracy | 74.69%

Table 5.4 shows a confusion matrix of 14 categories and the 10,000 test complaints. This
shows which complaint was “confused” with one another and which categories were clearly
identified.
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Table 5.4: SVM method classification results

true true true e Jisd sl true true Ayl AL, true true class
skl trues oY) true ) true Al ey el e lmal L) Al e gl A0S, sl A Total  precision
789 46 10 9 34 25 0 0 3 2 9 7 0 4 938 0.84
108 4883 389 600 26 339 17 19 119 9 87 18 31 17 6662 0.73
19 122 687 29 7 8 29 0 0 1] 2 1 1 0 905 0.76
13 204 17 858 1 43 1 1 6 0 1 2 2 2 1156 0.74
0 1 1 0 7 2 0 0 0 0 1 0 0 0 12 0.58
5 13 2 9 1 83 0 0 1 0 3 3 1 0 121 0.69
0 0 0 0 0 0 4 0 0 0 0 0 0 0 4 1.00
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1.00
0 4 0 1 0 0 0 0 43 0 o] 0 0 0 54 0.91
0 0 0 0 0 0 0 0 0 3 0 0 0 0 3 1.00
0 0 0 0 1 2 0 0 0 1] 5 0 0 0 8 0.63
0 0 0 0 0 0 0 0 0 0 0 4 0 0 4 1.00
0 22 10 3 0 0 0 0 0 0 1 0 91 0 127 0.72
0 0 0 0 0 0 0 0 0 0 0 0 0 5 5 1.00
934 5295 1116 1509 77 507 51 21 178 14 109 35 126 28
class recall 0.84 0.92 0.62 0.57 0.09 0.16 0.08 0.05 0.28 0.21 0.05 0.11 0.72 0.18
5.2.2 Decision Tree:
We applied Decision Tree algorithm on our data set and analyzed the results.
Apply Model
] (] mod mad [} €] mod ~, lab ]
thr  tes [}  unt w  mod[)
thr 2]
Decision Tree
tra (_\ mod [
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°  1ab @ per [}
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e

Figure 5.4: Applying Decision Tree method

The accuracy for Decision Tree was 52.95%, and also we calculated Precision, recall and
f-measure to compare it with the other methods, the results as shown in Table 5.5:

Table 5.5: Decision Tree results
Precision | 28.04%
Recall 52.95%
F-Measure | 36.66%
Accuracy | 52.95%.

Table 5.6 shows a confusion matrix of 14 categories and the 10,000 test complaints. This
shows which complaint was “confused” with one another and which categories were clearly
identified.

Table 5.6: Decision Tree classification results

true true true x2e true true true true truess; true true true class
ol true s,y true L true et AT Gl Jayal EEw A ELTE SRR T Iy [ L) Al duagdl TotalRetrived precision
pred. s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 [ 0.00%
pred. s,y 934 5295 1116 1509 77 507 51 21 178 14 109 35 126 28 10000 52.95%
pred 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
pred. a1 o 0 o 0 o 0 o 0 o 0 o 0 o 0 o 0.00%
pred. 332! 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
o 0 o 0 o 0 o 0 o 0 o 0 o 0 o 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
o 0 o 0 o 0 o 0 o 0 o 0 o 0 o 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0.00%
o 0 o 0 o 0 o 0 o 0 o 0 o 0 o 0.00%
934 5295 1116 1509 77 507 51 2 178 14 109 35 126 28
class recall 0.00% 100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
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5.2.3 KNN Algorithm

We used rapid miner to apply K-NN with Cosine similarity on our dataset, with changing the

K value to get the best performance.

- - ~ W I Process ¢ g vangauon » W o L B e W v

Performance
S
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per M) e
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Figure 5.5: Applying KNN method
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For K-NN, we have tested it with changing the k value, and we got the best accuracy at k=7 ,
the accuracy was 68.32%, and also we calculated Precision, recall and f-measure to compare

it with the other methods, the results as shown in Table 5.7;

Table 5.7: KNN results
Precision | 65.28%
Recall 68.32%
F-Measure | 66.76%
Accuracy | 68.32%

Table 5.8 shows the resulted confusion matrix for KNN method:

Table 5.8: KNN classification results
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5.2.4 Naive Bays Algorithm
We applied Naive Bays algorithm on our data set and noticed the results.
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Figure 5.6: Applying Naive Bays method
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http://stackoverflow.com/questions/6255835/cosine-similarity-and-tf-idf

After applying the algorithm on 12,000 complaints, the accuracy was 56.42%. And the other
results see Table 5.9.

Table 5.9: Naive Bays results
Precision | 59.07%
Recall 56.42%
F-Measure | 57.72%
Accuracy | 56.42%

Table 5.10 shows the resulted confusion matrix for Naive Bays method:

Table 5.10: Naive Bays classification results
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5.2.5 Results Analysis for our classifier

Among four classifiers applied on the dataset, SVMs achieved the highest average accuracy
(74.69%), then KNN with average accuracy of 68.32. Decision Tree was the worst with
average accuracy of 52.95%. So we selected SVM method to be our classifier in the system.

Generally, SVMs and KNN achieved the best average classification accuracy. SVMs achieved
the best accuracy because it is a robust classifier, it maps data points into new dimension
space, this makes different term weighting schemes have no impact on SVMs performance. In
addition, SVMs is effective on high dimensional data because the complexity of trained
classifier is characterized by the number of support vectors rather than the dimensionality of
the data, see Table 5.11.

Table 5.11: Classification methods performance

Classification Method Precision F-Measure
SVM 74.96% 74.69% 74.82%
Decision Tree 28.04% 52.95% 36.66%
KNN 65.28% 68.32% 66.76%
Naive Bays 59.07% 56.42% 57.72%
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5.3 Answers Suggestion Part

We have evaluated answers suggestion part that implemented by using Levenshtein distance
similarity algorithm in our system with changing similarity score, and after several
experiments we got the best F-Measure at similarity score 0.50 , the number of experiments is
60 .

The system has access to the dataset, when a new complaint / question is received, the system
compares it with all stored complaints, and return the similar cases including the similarity
score for each of them . And the results sorted by similarity score, the highest first. See
Figure 5.7 as example of new complaints about getting compensation of strike days.
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Figure 5.7: Answers Suggestion in our system.

We have tested several cases, for most of them the algorithm return [3-6] similar cases from
the stored complaints (12,000 cases).

Figure 5.8 and Figure 5.9 show samples of the tested cases and the results. Each sample
represents received complaint, and the system display similar cases for selected complaint in
descending order according to similarity score for each suggested complain.
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Figure 5.8: Similar cases samples
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Figure 5.9: Similar cases samples

We have tested our text similarity part (answers suggestion), by using three similarity score
value [0.45, 0.50 and 0.55] and see the results. also we tested it for less than 0.5 and more
than 0.6, the result was:

e When the similarity score less than 0.5, the result includes many irrelevant
complaints.

e When the similarity score more than 0.5 (0.6 and more), the result includes little
complaints and similar complaints didn’t appear in the result.

e S0, we have tested it by using the best similarity scores [0.45, 0.50 and 0.55] and
compared the results.

First: similarity score =0.55

We have used group of complaints for testing, and apply our answer suggestion part on these
samples , for each tested case: we recorded the true suggested answers , total suggested
results and all similar cases in the dataset, after that we calculated the recall , precision and F-
measure . Figure 5.10 contains the details of the experiment results at similarity score =0.55
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Figure 5.10: Experiment results at similarity score (0.55)
See Table 5.12 shows the total experiment results at similarity score (0.55):

Table 5.12: Total Results at score 0.55
Precision | 87.55%
Recall 42.63%
F-Measure | 57.34%
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Second : similarity score =0.45

Figure 5.11 contains the results of the experiment for text similarity part at similarity score = 0.45.

Similarity Score Total Similar Result Total Result Total Similar Dataset Precision
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Figure 5.11: Experiment results at similarity score (0.45)

Table 5.13 shows the total experiment results at similarity score (0.45).

Table 5.13: Total Results at score 0.45
Precision | 42.64%
Recall 78.95%
F-Measure | 55.37%

Third: similarity score =0.50

Figure 5.12 contains the results of the experiment for text similarity part at similarity score =0.50
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Figure 5.12: Experiment results at similarity score (0.50)

Table 5.14 shows the total experiment results at similarity score (0.50).

Table 5.14: Total Results at score 0.50
Precision | 73.59%
Recall 71.33%
F-Measure | 72.45%

Results Analysis :

According to our experiments results, we noticed when the similarity score was 0.55, the
precision increased and recall decreased, but when similarity score was 0.50 or 0.45, the
precision decreased and recall increased.

So we got best F-Measure (72.45%) at similarity score (0.50) due to expressing the
complaints messages in indirect way , so you find many statements in the message , but small
part of the message describe the complaint clearly and others just additional .
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5.4 Complaints Summarization

This part was implemented by using Centroid-based summarization of multiple documents
algorithm as described in summarizer module in our system and then tested by using set of
real cases from UNRWA data set. Figure 5.13 describes a page that contains group of
complaints for selected topic and the resulted summary.

SOV Lo 0 o

Figure 5.13: Complaints summarizer in our system.

For Our Experiments: We used samples of our data set (UNRWA data) and apply our
summarizer on these samples, and calculate recall, precision and F-measure to evaluate our
summarizer. We used different compression rates 0.2, 0.3 and 0.4.

The following tables show the details of our experiments and contain samples of the used
complaints titles to evaluate our summarizer module, and the table included x-expert column:
is the set of sentences in its summary (generated manually by an expert in the field), and y-
system column: is the set of sentences that are extracted by the system from the text, and Z
column be the set of sentences in the intersection of the sets X and Y.

Compression Rate : 0.2

Figure 5.14 shows the details of our experiment at compression Rate 0.2 and the results.
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Figure 5.14: Summarization experiment Samples
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After applying our summarizer on the set of complaints and calculated the Precision
and recall, we got the results at compression rate 0.2 as in the Table 5.15.

Table 5.15: Total Results at cCOmpression rate 0.2
Precision | 73.33%
Recall 54.83%
F-Measure | 62.75%

Compression Rate : 0.3

Figure 5.15 shows the details of our experiment at compression Rate 0.3 and the results.
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Figure 5.15: Summarization experiment Samples

After applying our summarizer on the set of complaints and calculated the Precision
and recall, we got good results at compression rate 0.3 as in the Table 5.16.

Table 5.16: Total Results at cCOmpression rate 0.3

Precision 66.71%
Recall 77.17%
F-Measure | 71.56%

Compression Rate : 0.4

Figure 5.16 shows the details of our experiment at compression Rate 0.4 and the results.
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Figure 5.16: Summarization experiment Samples
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After applying our summarizer on the set of complaints and calculated the Precision
and recall, we got the results at compression rate 0.4 as in the Table 5.17.

Table 5.17: Total Results at compression rate 0.4
Precision | 54.52%
Recall 82.17%
F-Measure | 65.55%

Results Analysis :

After doing many experiments by changing the compression rates, we noticed the following:

We got the best results at compression rate =0.3 , the best F-Measure was 71.56%
When applying compression rate less than 0.3, the resulted summary didn’t contain
many words of the expert summary.

When applying compression rate more than 0.3, the resulted summary contained a
lot of unnecessary words.

Also we noticed when decreasing the compression rate >> the recall decreased and
Precision increased

And we noticed when increasing the compression rate >> the recall increased and
Precision decreased.

5.5 Summary

This chapter describes experiments results and analysis of the main parts of our system
(Complaints classifier, Answers Suggestion part and Complaints summarizer), and also
describes the comparisons between used methods according to the results to achieve the best
performance.

According to results analysis for the classifiers, we can say among four classifiers applied on
the dataset, SVMs achieved the highest average accuracy (74.69%). Also according to results
analysis for the answers suggestion part, we got best F-Measure (72.45%) at similarity score
(0.50). For Summarization part, we performed many experiments by changing the
compression rates, we noticed the best results at compression rate =0.3, the best F-Measure
was 71.56%
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Chapter 6

Conclusion and Future works
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6.1 Conclusion:

In this thesis, we designed and implemented an automated complaints system that integrates
some text mining techniques. UNRWA dataset were used in this work. All of them came from
the previous complaints submitted in the period from 2011 to 2013. The data set included 12
thousands complaint that belongs to14 categories used for learning.

This thesis examined automatic text categorization of complaints documents by using set of
complaints methods (SVM, KNN, Naive bays and decision tree) and according to the results
we noticed that SVMs achieved the best average classification accuracy and then KNN. Final
recall and precision results were 74.69% and 74.96% respectively.

Also we conducted several experiments to test answers suggestion part by changing similarity
score. According to our experiments results, we noticed when the similarity score was 0.55,
the precision increased and recall decreased, but when similarity score was 0.50 or 0.45, the
precision decreased and recall increased.

Thus, we conducted several experiments to test summarization module by changing
compression rate, we noticed that when decreasing the compression rate, the recall decreased
and Precision increased. And also we noticed when increasing the compression rate, the recall
increased and Precision decreased.

In addition, experimental results showed that Light stemming greatly reduced features to
average of 30% and 50% of the original feature space. Also we conclude that light stemming
and term pruning is the best feature reduction technique because light stemming is more
proper than stemming from linguistics and semantic view point, and it has the least
preprocessing time, it also has superior average classification accuracy.

6.2 Future work:

The work presented here can be developed further to improve quality of answers by using
data mining tools to discover new knowledge from the existing data that can help us to know
the factors that affect the quality and also discover new rules that help in prediction for users
needs and requests. For example, try to know the effects of delay of reply on the feedback.
Also know the limitation of the current feedback mechanism by discovering the errors and
inconsistent data by using some data mining methods as outlier analysis.

Also try to develop new service called automatic answering to answer received complaints
directly based on existing of similar cases. The work can be developed further to handle
English content.
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